Canterbury Medical Research Foundation
Aug 2018 annual report for Grant in Aid GIA1 2018

Grant recipient

Associate Professor Ramakrishnan Mukundan mukundan@canterbury.ac.nz
University of Canterbury 033692201

Computer Science and Software Engineering Private Bag 4800, Christchurch. 8014
Grant details

GRANT TYPE Grant in Aid FUNDING ROUND 2018 Grant In Aid
GRANT REFERENCE GIA1 2018 GRANT AMOUNT $5,000

Final report
1. Scientific Assessing Committee report

Advanced Deep Learning Algorithms for Automated Breast
Cancer Histology Slide Evaluations

Ramakrishnan Mukundan (Principal Investigator)
Prerna Singh (Research Student)

Summary

The Canterbury Medical Research Foundation Grant in Aid helped us to carry out an extensive study
of machine learning algorithms for automatic classification and HER2 grading of breast cancer
histology slides using whole slide images (WSI). Specifically, we developed Neural Network based
classification algorithms using both intensity and texture features for efficient classification of
histopathological slides. The performance evaluation of the algorithm gave 91% accuracy when
tested with a large dataset as outlined below. As part of this project, we also wrote a research paper
[1] describing our algorithm and experimental analysis, which have been accepted for an oral
presentation at the IEEE 20th International Workshop on Multimedia Signal Processing (MMSP-2018)
to be held at the Simon Fraser University, Vancouver, Canada from 29th to 31st August 2018.

The project was carried out in stages as described in the following sections.

1. Data pre-processing and patch generation

The dataset used in this research work consisted of a total of 172 whole slide images in Nano-zoomer
Digital Pathology (NDPI) format. These WSIs were obtained from 86 cases of patients with invasive
breast carcinomas. The WSI dataset contained images of both Hematoxylin and Eosin (H&E) stained
and IHC stained slides. The training data also included the evaluation of the tissue samples by
clinical experts, which formed the ground truth for classification algorithms. In the data pre-
processing and patch generation phase, each image was further subdivided into 26 tiles (image
patches) of size 512x512 pixels. Thus, we obtained 1345 image patches. From this set of image
patches, we discarded outliers that do not actually represent their HER2 class. For example, there
could be image segments where there is only a very minimal amount of staining seen while a
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majority of regions within the same WSI had higher levels of staining. Some patches may contain a
large background region of uniform intensity. We used a preprocessing step to select only those
patches with a minimum of 80% containing regions of interest. The filtered set of image patches
contained a total of 1271 images. This set was further subdivided into a training set consisting of 900
image patches, and a cross-validation set consisting of 371 image patches.

2. Feature Analysis

A highly novel aspect of our work is the use of biomarker specific features representing both
intensity and texture characteristics of membrane staining for classification. These features were
derived from characteristic curves that represent variations in the intensity of membrane staining,
and uniform local binary patterns that represent the texture of staining patterns. The dimensionality
of the feature set was further reduced using Principal Component Analysis (PCA) and Fisher Linear
Discriminant Analysis (LDA) , maximizing inter-class separability and improving classification
accuracy. We conducted a large number of experiments to analyse the variation of accuracy with
the number of principal components to obtain the optimal set of features. As a result of this
analysis, the dimension of the feature vector obtained from characteristic curves could be reduced
from 20 to 12, and the ULBP feature vector from 160 to 40 without significantly affecting the
classification accuracy.

3. Classification Algorithm Development

We conducted extensive analysis of Neural Network architectures by varying the number of hidden
layers and using different types of activation functions as detailed in our paper[1]. We also carried
out an analysis of hyper parameters, and analysed the overall accuracy of results with changes in
the learning rate. We also compared the performance using different types of classification
algorithms such as support vector machines and one-vs-all logistic regression. A detailed analysis of
results is given in the paper [1].

4. Current Development and Future Work

We have carried out the design and implementation of a Convolutional Neural Networks (CNN) and
trained the network with the training dataset. Increasing the number of layers did not provide any

noticeable increase in the accuracy of results. We will be conducting further analysis using a larger
dataset for training and cross validation, and also by augmenting the feature set with higher order
statistical features and morphological shape features.

5. Publication

We prepared a research paper outlining the work done in this project, including a detailed
description of the feature extraction and selection processes, the analysis of classification
algorithms, and the performance evaluation of the results. The paper has been accepted for oral
presentation at the MMSP-2018 conference (details given below). The authors have acknowledged
the CMRF grant support in the paper. The paper will be presented at the conference session SS.F1:
Multimodal Machine Learning: Advances and Applications, on Friday, 31st August, 2018.
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A Robust HER2 Neural Network Classification
Algorithm Using Biomarker-Specific Feature
Descriptors

Prerna Singh, Ramakrishnan Mukundan

Department of Computer Science and Software Engineering
University of Canterbury
Christchurch, New Zealand.

Abstract—Computer assisted evaluations of Whole Slide
Images (WSI) of histopathological slides require robust
biomarker-specific feature descriptors for accurate grading and
classification. Considering the large amount of processing
involved in analysing WSIs, training and classification, it is
important to have an optimized set of features that closely
represent the characteristics of the biomarkers used by
pathologists in manual assessments. In this paper, we consider
the problem of classifying WSIs of ImmunoHistoChemistry
(IHC) stained slides for automated breast cancer grading. We use
a combination of intensity and texture features derived from the
input image at different saturation levels, and show its
effectiveness in a Neural Network architecture for classifying the
image into one of the four HER2 scores. The paper also presents
three configurations for the neural network and gives
comparative analysis showing the variations of classification
accuracy with respect to changes in the configuration and the
learning rate.

Keywords—Automated HER2 Scoring; Local Binary Patterns;
Characteristic Curves; Whole Slide Image Analysis; Neural
Networks, HER? Classification

I. INTRODUCTION

The application of digital technology in pathology has the
potential to transform care of breast cancer patients through
improved early detection and disease diagnosis. Clinical
interpretations of breast cancer histology slides are commonly
performed using conventional light microscopy to assess
microscopic tissue structures and biomarkers useful for
diagnosis. Manual assessments are often time consuming and
prone to subjective evaluation errors due to tissue
heterogeneity. With the advent of rapid and high resolution
digital scanners, entire glass slides can be converted into
digital whole-slide images (WSI) at high magnifications. The
images allow processing by computer software for extensive
analysis of complex cellular and protein features.
Classification algorithms for automated assessments of digital
pathology slides have therefore recently gained a lot of
attention among researchers in the field of medical image
analysis. The primary reason for this is that automated image
analysis has significant clinical utility by reducing costs,
pathologists' workload and inter-observer variability errors.

Image processing algorithms can detect and analyse
various cytological features, biomarkers and texture
characteristics, and accurately extract information that are
relevant to histopathological studies and diagnosis [1, 2]. The
Human Epidermal Growth factor Receptor 2 (ERBB2 or
HER?2) protein is such a cell membrane biomarker used for
breast cancer diagnosis. Patients with breast tumours that
overexpress HER2 have aggressive disease and poor prognosis
[3]. Breast tissue samples are assigned HER2 scores 0, 1+
(Negative), 2+ (equivocal) or 3+ (positive) depending on the
intensity, percentage and pattern of membrane staining
observed in Immunohistochemistry (IHC) stained slides [3].
Using biomarker specific image features in classification
algorithms can lead to better accuracy and diagnostic
concordance with pathologist’s assessments [4, 5]. This paper
deals with two recently introduced image features associated
with HER2 overexpression in IHC stained slides: (i)
characteristic curves [6], and (ii) uniform local binary patterns
[7]. Characteristic curves encode information about the
variation of observed percentage of staining with respect to
saturation levels in a highly compressed form as a two-
dimensional curve, and therefore has a low dimension.
Previous studies [6] have demonstrated the discriminating
power of characteristic curves and their usefulness in HER2
classification algorithms. However, it was also found that
characteristic curves alone are not adequate in completely
representing the biomarker characteristics as the textures seen
in staining patterns are also equally important. The texture
characteristics of an image can be captured by analysing
variations in the local neighbourhood around each pixel. Such
variations can then be represented on a global scale using a
frequency table or a histogram. One example of this type of
texture descriptor is the local binary pattern that has been
extensively used in texture analysis and classification [8]. For
HER2 feature analysis, it is important that the extracted
features are rotation invariant for consistent results. The
uniform local binary patterns (ULBP) provide a concise set of
rotation invariant texture features useful for our analysis. The
variations of these parameters with respect to saturation
thresholds give us a set of ULBP curves which we use as
feature descriptors. In general, we can have up to eight ULBP
curves [7], where each curve consists of about 21 sampled





points. Therefore the full ULBP feature set can contain a
large number of approximately 168 components.

This paper presents a neural network architecture for
HER?2 classification using a reduced set of biomarker specific
features. An analysis of shape characteristics of ULBP feature
vectors was carried out to reduce their size by an order of
magnitude from 168 components to just 16 components. The
goal of the paper is to show that the proposed set of intensity
and texture based features can be used effectively to classify
input image patches into the four HER2 classes without
having to use learning networks of very high orders. Deep
learning algorithms using convolutional neural networks have
been recently proposed HER2 classification [9]. Such
networks use image patches with intensity normalization as
inputs. The method proposed in this paper uses a significantly
smaller number of features and relatively simpler neural
network architectures and achieves excellent classification
accuracies with test datasets.

This paper is organized as follows. The next section gives
a description of the dataset used in our experimental analysis.
Section 3 gives an overview of the feature descriptors used in
the classification algorithm. An outline of characteristic curves
and uniform local binary patterns is provided in this section.
Section 4 discusses the neural network based implementation
of the classification algorithm and gives a comparative
analysis of results with other methods. Section 5 concludes
the paper and outlines future research directions.

II. DATASET

The dataset used in this research work was provided by the
University of Warwick as part of the online HER2 scoring
contest [10]. Permission was granted by the contest organizers
to participating teams for the use of the dataset for research
and academic purposes. The dataset consisted of a total of 172
whole slide images in Nano-zoomer Digital Pathology (NDPI)
format. These WSIs were obtained from 86 cases of patients
with invasive breast carcinomas [11]. For each case, WSIs of
both Hematoxylin and Eosin (H&E) stained and IHC stained
slides were provided. The training data also included the
evaluation of the tissue samples by clinical experts, which
formed the ground truth for classification algorithms used in
our experimental analysis. Sample image sections of WSIs for
the four classes showing the typical levels of membrane
staining seen in each class are given in Fig. 1.

For the experimental analysis presented in this paper, we
used 52 WSIs of IHC stained images from the training dataset,
with nearly equal number of images belonging to each of the
four HER2 classes. Each image was further subdivided into
26 tiles (image patches) of size 512x512 pixels. Thus, we
obtained 1345 image patches. From this set of image patches,
we discarded outliers that do not actually represent their HER2
class. For example, there could be image segments where
there is only a very minimal amount of staining seen while a
majority of regions within the same WSI had higher levels of
staining. Some patches may contain a large background region
of uniform intensity. We selected only those patches with a
minimum of 80% containing regions of interest. The filtered
set of image patches contained a total of 1271 images as

shown in Table 1. This set was further subdivided into a
training set consisting of 900 image patches, and a cross-
validation set consisting of 371 image patches.
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Fig. 1. Sample sections of WSIs showing different levels of membrane
staining corresponding to the four HER2 scores.

TABLE L COMPOSITION OF THE DATASET USED FOR CLASSIFICATION
Data Set
HER2 Score | Number | Number | Filtered
(Ground of WSIs | of Tiles Tiles Training
Truth) 900
0 14 364 364
1+ 11 286 234 Cross
2+ 13 338 325 Validation
3+ 14 364 348 3711
Total 52 1352 1271

III. FEATURE EXTRACTION

The image tiles extracted from WSIs are processed further
to identify tissue regions of the image, and within it any [HC
stained membranes. Colour filters and 3x3 neighbourhood
masks are used to segment connective tissues and fat lobules
that should be separated from tissue while calculating the
percentage of stained membranes. Sample results of this
filtering operation are shown below (Fig. 2). The stained
membranes segments are shown in red colour, and the
remaining segmented tissue in blue colour. This segmentation
depends on a range of predefined thresholds taking into
account the variation of intensities of the stained regions.






Original Image Processed Image

Fig. 2. Examples of original and processed image tiles showing the
segmentation and thresholding of stained tissue regions.

The filtered images are used for the computation of feature
vectors as described below. We consider both intensity and
texture based features for HER2 classification. In our previous
work, we had introduced an intensity based feature vector
called characteristic curves represent the variation of the
percentage of stained pixels in an image (within a hue
threshold) with changes in the saturation threshold [6]. The
saturation threshold is typically varied from 0.1 to 0.5. As the
number of pixels above the threshold reduces when the
saturation threshold is increased, the graph takes the shape of a
cumulative histogram plotted in the opposite direction, with a
monotonically decreasing trend. The characteristic curves
assume distinct shapes for each HER2 score as shown in Fig.
3, and therefore are good candidate features for classification
algorithms. The shapes be directly correlated with the staining
levels required for HER2 scores as per the assessment
guidelines [12]. For example, the characteristic curve always
lies below the 10% threshold when the score is 0, and only a
small initial segment of the curve lies above the 10% mark
when the score is 1. If the score is 3+, the curve lies
completely above the 30% mark showing a strong and
complete membrane staining. As seen in Fig. 3, the curve
passes through a much wider range of values of percentage
staining when the score is 2+.
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Fig. 3. Characteristic curves for different HER2 scores where the curves
represent the percentage of staining from 0 to 100%.

Uniform local binary patterns (ULBP) are rotation
invariant texture descriptors useful for characterising changes
in the local texture in pixel neighbourhoods. The computation
of nine ULBP components U0...U8 are detailed in [7]. A set
of sample ULBP feature curves corresponding to the four

HER?2 classes is given in Fig. 4. We use only the first eight
components since U8 mainly represents background regions of
constant intensity. Each ULBP feature curve consisted of 21
sampled points, and therefore the whole feature vector with
eight components had a dimension of 168.

IV. FEATURE SELECTION

In Fig. 4, we notice that the ULBP feature curves have
very low curvature compared to the characteristic curves.
They can therefore by approximated by linear segments and
parameterized into slope and y-intercepts as shown in the
figure. This important shape characteristic of the ULBP
curves allows us to represent each ULBP feature to be
represented by just two values, thus reducing the total size of 8
ULBP features from 168 to 16.
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Fig. 4. ULBP feature curves corresponding to different HER2 scores. The
parameters of linear approximation are also given in the figure.

Experimental analysis showed that ULBP features with
linear approximation gave better results, with a marginal
reduction in the converged values of the Neural Network's
(discussed in the next section) cost function (Fig. 5). Similar
approximations of the characteristic curves using cubic and
quartic degree polynomials resulted in lower classification
accuracies. We therefore used the full complement of 21
points for the characteristic curves and 16 values for the
ULBP features in our feature vector of size 37.
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Fig. 5. Comparison of values of the cost function with full and reduced
ULBP feature sets.

Feature normalization also resulted in the lowering of
classification accuracy. For both characteristic curves and
ULBP features, the inter class separation of features is
primarily in the magnitude of feature values, as can be seen in
Figs. 3, 4. The ULBP features for classes 0 and 1+ are
separated by magnitude, and not slope (Fig. 4). Similarly, the
ULBP features for classes 2+ and 3+ also have similar slopes
but different magnitudes. Feature normalization will bring
vectors representing different classes closer together, reducing
inter-class separability.





V. CLASSIFICATION ALGORITHM

We used a Neural Network for training and classification
using the dataset described earlier in Section II. Among
several architectures used in our experimental work, we
present here three configurations for comparative analysis.
The first Neural Network consists of an input layer consisting
of 37 units (feature vector size), a hidden layer with 15 units
and an output layer with four units corresponding to the four
HER?2 classes. The second Neural Network consisted of three
hidden layers each consisting of 37 units and the third also
consisted of three hidden layers, but with 20 units (Fig. 6). We
also perform a comparative analysis with (i) the sigmoid
function used as activation function for all layers, and (ii) the
tanh function used as the activation for all hidden layers, and
the sigmoid for the output layer.
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Fig. 6. Two configurations of the Neural Network used in our experimental
analysis.

For each of the three configurations, the learning rate was
varied from 0 to 1 in steps of 0.1, and the value that gave the
highest accuracy noted. The results are tabulated in Table II
below.

TABLE IL. COMPARISON OF CLASSIFICATION ACCURACY
Learning Rate | Accuracy
A %
Configuration 1 0.2 85.91
(sigmoid)
Configuration 2 0.4 91.1
(sigmoid)
Configuration 3 0.7 87.23
(sigmoid)
Configuration 1 0.2 85
(tanh)
Configuration 2 0.8 86.38
(tanh)
Configuration 3 0.5 86.92
(tanh)

Among all test cases that we used in our experimental
analysis, the neural network with configuration-2 and sigmoid
activation functions for all layers gave the maximum accuracy
when the learning rate was around 0.4. Due to the
initialization of weights with random values, the results varied
each time, but generally configuration-2 gave a comparatively
better performance. The confusion matrix corresponding to
the best case is shown in Table III.

TABLE III. CONFUSION MATRIQX1 (l:/OR THE TEST CASE WITH ACCURACY

Predicted Accuracy =91.10%

0 1+ | 2+ 3+ Precision | Recall
_ L0 [ 122 18 0 0 0.93 0.87
§ 1+| 8 63 0 0 0.72 0.88
< | 2+] 0 6 84 0 0.98 0.93
34| 0 0 1 69 1.0 0.98

The above result shows the discriminating power of the
augmented feature vector consisting of intensity based
characteristic curves and the shape features of the ULBP
curves. The proposed classification algorithm gave better
results than those proposed earlier with the same dataset using
logistic regression [6]. For comparison, the classification
results using one-vs-all multiclass logistic regression are given
below in Table IV.

TABLE IV. CONFUSION MATRIX GENERATED USING MULTI-CLASS
LOGISTIC REGRESSION METHOD [6].

Predicted Accuracy = 88.46%

0 1+ | 2+ | 3+ | Precision | Recall
_ 0 37 2 0 0 0.86 0.95
g 1+ 6 29 4 0 0.83 0.74
2 2+ | O 4 34 1 0.87 0.87
3+ 0 0 1 38 0.97 0.97

VI. CONCLUSIONS AND FUTURE WORK

This paper has presented a neural network based
implementation of a classification algorithm for automatic
scoring of HER?2 in histology slides. The algorithm was used
to demonstrate the effectiveness of the proposed feature vector
consisting of both intensity and texture features in classifying
image patches derived from WSIs of histology slides. The
feature vector’s size was reduced to minimum using
geometrical characteristics of ULBP curves to remove linear
dependencies among feature components. Using the designed
feature vector, three different configurations of a neural
network were used to analyse the performance of a
classification algorithm. It was found that an architecture
consisting of three hidden layers with the same size as the
input layer performed well and gave acceptable levels of
accuracy.

Future work is directed towards a more exhaustive analysis
of the feature vectors with variations in examples using a
much larger number of image tiles extracted from WSIs for





both training and cross-validation. This analysis would
include texture descriptors other than ULBP such as a
combination of statistical features and Local Directional
Patterns (LDP). Further work will also be carried out in
developing and comparing different training algorithms
(Gradient descent with momentum, Levenberg-Marquardt,
Bayesian regularization, resilient backpropagation etc.) for
neural network modelling in order to improve the HER2
automatic scoring in histology slides.
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